
Knowledge Discovery
by Design

David Jensen 

Knowledge Discovery Laboratory
Department of Computer Science

University of Massachusetts Amherst

KDLk n o w l e d g e
d i s c o v r ye

l a b o r a r yt o

Thursday, October 15, 2009



?Statistical
Model-Building

Machine
Learning

Data
Mining

Knowledge
Discovery
from Data

Numeric Data
Symbolic Data
Relational DB

Text
Images

Temporal Data
Spatial Data

.....

Classification Trees
Association Rules

Neural Nets
Bayes Nets

Linear Equations
Horn Clauses

...

Sampling
Efficiency

Overfitting

Prior knowledge
User interface

Search techniques

These things
are

data...

...but are
these things
knowledge?

Thursday, October 15, 2009



The Financial Industry 
Regulatory Authority 
(FINRA) regulates virtually 
every securities firm doing 
business with the US 
public.  They register 
member firms, write rules 
to govern their behavior, 
examine them for 
compliance and discipline 
those that fail to comply.

Example: Stock Fraud Detection
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Broker fraud is rare

<0.1%
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FINRA data

1.2 Million 
brokers

16,000 
firms

300,000 branches

400,000 
disclosures
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Relational probability trees
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Relational probability trees
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Results — Objective accuracy
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Results — Aiding examiners

Neither

Both

NASD Rules

Relational
Models

(Neville et al. 2005)
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Relational dependency networks

(Neville & Jensen 2004, 2006)
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Experts interpret models causally

It’s what they do
It’s what they want to do
It’s what they should want to do
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Assertion 1
More research should focus on

representing, learning, and managing 
causal knowledge
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What is causality?

“The paradigmatic assertion in causal relationships 
is that manipulation of a cause 

will result in the manipulation of an effect. … 
Causation implies that by varying one factor, 

I can make another vary.”

– Cook & Campbell (1979)
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A B

C

Why discover causality?

• A frequent goal of knowledge discovery 
projects is actionable knowledge.

• Statistical association between A and B
is insufficient to distinguish 
among different causal models.

• Each causal model implies different actions,
if we wish to influence the value of B.

A B A B
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How is causal knowledge different?

Domain of Analysis

Economics
and finance

Consumer response 

Elections

Social science

Citation analysis

Biological and 
ecological modeling

Domain of Action

Fiscal and 
regulatory policy

Marketing

Campaign strategy

Social policy

Science policy

Prevention, treatment, 
and remediation
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Assertion 2
Learning causal knowledge from data

poses significant challenges

Thursday, October 15, 2009



(Armour & Haynie 2007) (Harden et al. 2007)

A B

Early Sex Delinquency

A B

Early Sex Delinquency
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(Armour & Haynie 2007) (Harden et al. 2007)

A B

Early Sex Delinquency
A B

C

Early Sex Delinquency

Genetics and Family Environment
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A B

• Association

• Direction

• Elimination 
of potential 
common causes

Conditions for causal inference

A B

C

A B
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A B

C

Eliminating common causes

• Control — Hold potential common 
causes constant so they cannot affect 
outcomes (Bacon 1620)

• Randomization — Assign treatments 
randomly so potential common 
causes cannot systematically affect 
outcomes (Fisher 1925)

• Modeling  — Measure, model and 
mathematically remove effects of 
potential common causes (Rubin 
1974; Spirtes, Glymour & Scheines 
1993; Pearl 2000)

A B

C

A B

C

A B

C

A B

C

A B

C
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• Control — Hold potential common 
causes constant so they cannot affect 
outcomes (Bacon 1620)

• Randomization — Assign treatments 
randomly so potential common 
causes cannot systematically affect 
outcomes (Fisher 1925)
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Eliminating common causes

• Modeling  — Model and 
mathematically remove effects of 
potential common causes (Rubin 
1974; Spirtes, Glymour & Scheines 
1993; Pearl 2000)
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(Armour & Haynie 2007) (Harden et al. 2007)

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

Modeling
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Statistical control

• Armour and Haynie modeled a large number 
of potential influences on adolescent behavior.

• Even after accounting for these potential causes, 
a statistical association remained between 
early sexual activity and delinquency.
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Modeling can be difficult

• Assumption of causal sufficiency — 
All potential common causes are 
represented in the data and measured 
accurately

• Assumption of correctly specified models — 
The joint effects of all potential common 
causes are modeled accurately

• and there are additional issues...
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Modeling can be difficult

• Unresolvable causal dependencies — Large 
equivalence classes of models containing 
instances with different causal implications

• High sample complexity — Large data sets 
are needed to resolve some dependencies

• High computational complexity — Even if 
sufficiently large samples exist, effective 
structure learning can be intractable for 
reasonably sized networks
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(Armour & Haynie 2007) (Harden et al. 2007)
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(Armour & Haynie 2007) (Harden et al. 2007)

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

A B

Early Sex Delinquency

C1 C2 C3 Cn
...

Modeling Control

A B

Early Sex Delinquency

C1 C2 C3 Cn
...
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Assertion 3
Quasi-experimental designs 

provide a highly effective approach to
learning causal knowledge from data
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Quasi-experimental Designs

• Quasi-experimental designs (QEDs) are a 
family of methods for identifying naturally 
occurring circumstances in observational 
data that provide some of the power of 
controlled randomized experiments.

• QEDs are...
• ...templates for causal inference that...
• ...increase analytic power by... 
• ...exploiting structure in the data and 

existing causal knowledge in ways that...
• ...emulate control and randomization
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Many types of QEDs

• Twin design — Control the value of 
some potential common causes 
within specified pairs of instances. A B

C
Within twin pairs
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(Hardin et al. 2007)
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Many types of QEDs

• Twin design — Control the value of 
some potential common causes 
within specified pairs of instances.

• Two-group pre-test post-test design 
— Compare temporal responses of 
treated instances to a control group 
of similar untreated instances.

• Instrumental variable design —
Identify a variable that affects
treatment, but is independent
of all common causes.

• and many more... 

A B

C
Within twin pairs

A B

C

A B

C

D
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QEDs are frequently used

Quasi-
Experimental

Design
(21,700)

Knowledge
Discovery
and Data
Mining
(23,200)

396
("association rule" OR 

"bayesian classifier" OR 
"decision tree" OR 
"classification tree")

("quasi-experimental" OR 
"quasi experimental")
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Finding QEDs can be difficult

• Identifying QEDs requires highly specific 
knowledge of both the domain and QED.

• We celebrate researchers
who are creative and 
knowledgeable enough
to find interesting and
useful QEDs.

• All applications of QEDs 
to date have been entirely 
manual.
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Assertion 4
Quasi-experimental designs 

could enable a new generation 
of algorithms and systems 
for knowledge discovery
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New opportunities for automation

• Identifying QEDs requires representation 
and reasoning about relations and time.

• Recent developments make this possible

• Widespread use of relational databases — 
Datasets with large and complex relational 
schemas are increasingly available

• Development of relational 
models — New methods 
from relational learning and 
social network analysis
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• Space of possible models is 
vast. For N variables, the 
number of possible causal 
models is:

38

New challenges as well

€ 

3
N
2

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

€ 

≈ 3 N 2( )

Variables Possible causal models
3 27
6 14,348,907
9 150,094,635,296,999,000
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Automatic application of QEDs
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Quasi-experimental designs
QEDs are templates for reasoning that specify conditions in the 
data and domain theory that allow for valid causal inference.

Thursday, October 15, 2009



AIQ

• AIQ (Automated Identification of Quasi-
experiments) is a prototype system for 
finding QEDs.

• Input — Standard ER diagram annotated 
with temporal extents and frequencies; 
Domain knowledge about known causes

• Output — Specification of a QED, 
including treatments, outcomes, and units
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AIQ

• AIQ augments the given data schema

• Streams — Data structures created from 
periodic events (e.g., movie releases)

• Aggregated variables — Variables created to 
measure aspects of streams (e.g., rate of 
movie releases)

• AIQ constructs units (data instances) that 
are joins of records

• AIQ matches constructed elements to QEDs 
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Example — Input

Award

Actor-
Stint

Director-
Stint

Review
rating

date

date

receipts

budget

genre

start-date

end-date

start-date

end-date

category

date

age

7300

Actor

Movie

Reviewer

Director

7300 7300

3650

730

73007300

365365

7

1

6935
365
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Causal question

Does winning an award cause a change 
in audience ratings of a movie?
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Causal question

Does winning an award cause a change 
in audience ratings of a movie?

Award Review

... ...

Win? Rating

Movie

Award Review

Quality ...

Win? Rating

Movie
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• Instance of non-equiv. control group design

• Units — Movies with
associated awards
and reviews

• Treatment — 
Winning an Academy Award

• Outcome — Netflix rating of movie

• Fortunately, awards can be treated as 
“quasi-random” within nominated movies

Example — Output

Movie

Award

Review

rating
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Example — Findings

• We examined the difference between 
average ratings two months before and 
after award

• Among nominated movies, Netflix ratings 
decrease by...

• 0.247 for non-winning movies 

• 0.066 for winning movies

• Difference is weakly significant (p=0.07), 
indicating a causal relationship
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“...I see no greater impediment 
to scientific progress 

than the prevailing practice of focusing 
 all of our mathematical resources 

on probabilistic and statistical inferences 
 while leaving causal considerations 

to the mercy of intuition and good judgment.”

- Judea Pearl (2000)
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Existing research is fragmented

Manual Social Science
Largely uninterested in 

automated search of large 
hypothesis spaces

Knowledge Discovery in Data
Largely uninterested in 
learning causality, and thus 
uninterested in designs.

Causal Discovery
Has not exploited the recent advances in knowledge representation and reasoning

Causality Automation

Relational, Temporal, 
and Spatial 

Representations
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Several key research issues

Construction
of Complex 

Data Schemas

Representation 
of Complex 

Causal Models

Recognition & 
Construction 

of Designs

Efficient 
Search

Methods

Scalable 
User

Interaction

Hypothesis 
Testing in

Complex Data
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Contact: 
jensen@cs.umass.edu 

 kdl.cs.umass.edu 
 /papers, /proximity
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